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Executive Summary

Americans of all political persuasions are right to be concerned about unchecked social media. Manipulative social media products are robbing children of their social skills, human relationships, and childhood innocence, and our children's mental health is at a crisis point. Our adversaries are using the online information environment to fundamentally undermine U.S. national security and attempt to weaken our bedrock principles of freedom and self-determination. Our private data is pervasively monitored, sold, and used to suck us in, keeping our attention fixed on social media platforms for profit. Social media platforms push us deeper and deeper into information silos that are not reflective of reality and divide us — at dinner tables, in the workplace, and on Capitol Hill — making political compromise a near impossibility. No democracy can survive such an assault.
Today, it is clear that social media has reneged on its promise.

As an industry, social media is largely unregulated, and social media companies are free of any liability for the harms they cause. Moreover, the rise of next generation artificial intelligence (AI) will make everything that’s bad about social media worse, offering targeted opportunities for tech companies to profit from our addiction while leaving behind swaths of destruction.

This isn’t a future technology crisis. It’s happening now. It’s clear the initial promises of social media are now outweighed by the harms. But this crisis can be averted. It’s time for Congress to act with legislation to tip the scale toward citizens by creating commonsense safeguards for social media companies. As a nation, we need a more responsible social media environment that supports and enhances a healthy democracy and civil society.

With responsible design and operations, social media technologies can nourish, rather than erode, our society, our well-being, and our democracy.

Broken Promises

Since Facebook (now Meta) was launched in 2004, it has promised to serve as a new platform to “give people the power to build community and bring the world closer.”

Within a decade of its creation, Facebook attracted more than a billion users around the world. YouTube, Twitter (now known as X), Instagram (now owned by Meta), TikTok, and others followed, rewarding their investors with trillions of dollars, while promising to unite, inspire, and inform. Today, Meta’s market capitalization is valued at $840 billion, and the market capitalization of Alphabet, the parent company of Google and YouTube, is $1.7 trillion. Combined, these amounts are larger than the gross domestic product (GDP) of nations such as Australia, Canada, and Russia.

Today, it is clear that social media has reneged on its promise. Driven by opaque algorithm-based delivery, social media has unleashed systems that are designed to reward division and outrage and undermine our trust in others and views of ourselves. In the absence of responsible safeguards, social media companies have consistently made decisions that maximize profits at all costs, leaving users with broken children, divided communities, and weakened democracies.
Our Democracy Is At Risk

Democracy in the United States — and around the world — is being undermined by foreign interference and the spread of false information, including deepfakes generated by bad actors, some of whom use artificial intelligence. Democracy only works with a high degree of trust in shared facts and good intentions across the aisle. Social media profits by attacking both of those. Today’s unchecked social media accelerates polarization, amplifies extremism, and challenges the rule of law. In 2016, social media was exploited and weaponized by Russia to influence our elections, fomenting widespread distrust in election results. In the 2020 elections, social media was again used to exacerbate existing tensions within our society. Those who deny the results of free and fair elections continue to cast a long shadow across our political system. Falsehoods about our electoral system have contributed to threats to poll workers and legislation that has politicized, criminalized, and interfered with elections. For public servants, harassment and threats have become commonplace. Their workplaces are increasingly dangerous. Content designed to divide and enrage creates toxic wedges within communities, weakening our civic bonds and leading to a generation being raised in a “post-truth” environment. Beyond the United States, social media platforms have fueled conflict resulting in atrocities, including genocide and ethnic cleansing, in Myanmar, Ethiopia, and other corners of the globe. Across the world, democracy is on the decline. Since 2012, when Facebook announced it had reached one billion users, the number of “free” countries that have registered overall declines in political rights and civil liberties has increased, according to the nonprofit research organization Freedom House. Social media is lauded for promoting freedom of expression, a hallmark of democracy. But it fails to protect privacy, doesn’t give equal weight to all voices, amplifies the most extreme content, and empowers intimidation and harassment. This cycle can fuel violence, as we saw in the United States on January 6, 2021, when insurrectionists attacked the country and overran the Capitol trying to stop the counting of Electoral College votes. Generative artificial intelligence will exacerbate these harms. Earlier this year, for instance, a deepfake of an explosion at the Pentagon went viral and caused the stock market to dip.
Our national security is under attack. Social media platforms are porous, making it easier for bad actors to access private information, track users, and spread lies. Russia has expanded its ability to unleash propaganda around the world, promoting its anti-West views on a global stage. Its invasion of Ukraine marked an escalation in Russia’s longstanding information operations against open democracies. TikTok, under the influence of the Chinese Communist Party, has access to a vast amount of private data, which can be used in information wars against its adversaries. Both internal and external bad actors continue to weaponize social media today to weaken democracy in the United States. Some social media companies continue to generate pages for terrorist groups like ISIS to use, while others direct casual social media users to the pages of extremists through their algorithms. Social media companies’ approach to mitigating these problems is ad hoc, at best.

We face a crisis among our young people. Children and teens, addicted to their phones and social media, are experiencing dramatically higher rates of anxiety, depression, and suicidal ideation. Girls are particularly vulnerable to this phenomenon, triggered by content that celebrates unhealthy social comparisons and eating disorders — content which is served up by social media companies’ profit-driven algorithms. The Centers for Disease Control and Prevention’s 2023 youth risk behavior survey found that nearly three in five teen girls (57%) said they felt “persistently sad or hopeless” — the highest rate in a decade. And 30% said they had seriously considered suicide, a percentage that’s risen by nearly 60% over the past 10 years. Today, even one Fortune 500 company, Unilever, the parent company of Dove, is running advertising campaigns to raise awareness of the need for federal legislation to protect children’s mental health. Young peoples’ sense of self and reality, their attention spans, and their social lives are all being hijacked before their brains are fully formed. An overwhelming 91% of young people say they get their news from social media. Yet relying on social media for news leaves young people vulnerable to lies, extremist voices, and ideologies that are counter to democracy, most notably state-controlled propaganda. We face the risk that young people will simply burn out and give up on democratic processes, fully embrace extremism, and never learn how to effectively seek compromise —

“We are in the middle of a national youth mental health crisis, and I am concerned that social media is an important driver of that.”

U.S. Surgeon General Vivek H. Murthy
a necessary skill in governing any community. Further, overexposure to social media has made children vulnerable to cyberbullying, dangerous viral challenges, and predation, all of which have extinguished young lives. Worst of all, these platforms know the harm they are causing. According to leaked materials, Meta has internal research showing that Instagram’s business model and algorithmic feed create “a perfect storm” of eating disorders, body dissatisfaction, and depression in teenage girls.12 According to a poll conducted for Issue One by Luntz Global, one in three Americans know someone who has been mentally or physically harmed by social media — including nearly two in three Americans between the ages of 18 and 29.13

The Addiction Playbook

We didn’t get here by accident. Social media companies’ business models are about maximizing ad revenue at all costs. The technology is modern, but the playbook is not. Social media is following the same track as Big Tobacco and opioid manufacturers. The strategy: Design an addictive product, market it as safe and healthy for everyone (especially children), and turbocharge profits. Use the earnings to fund biased research showing how healthy the product is and suppress the internal research that shows otherwise.14 When the truth starts to emerge and the public begins to speak up about the damage done, point the finger elsewhere. While opioid manufacturers blamed users,15 Big Tech companies have said the onus is on parents to protect children from their addictive products.16 And when all else fails, hire an army of lobbyists and flood the campaign process with money to quash any action.17

Tech companies have spent tens of millions of dollars funding academic research related to regulatory and ethical issues with their products. Google alone has funded more than 300 research papers on tech regulation.18 Big Tech is working behind closed doors to influence the rhetoric, tone, and ultimate outcomes of tech research to benefit their financial goals. And in Washington, Facebook’s parent company Meta and Google’s parent company Alphabet spent $32 million on lobbying last year alone and combined to employ 171 lobbyists — or about one lobbyist for every three members of Congress.19
The reality today is that social media does not answer to anyone. The Federal Trade Commission must monitor and enforce consumer protection and antitrust violations across nearly every commercial sector, leaving it overburdened, understaffed, and outgunned relative to Big Tech. Shareholders in the tech companies are increasingly disempowered by dual-class share structures that weaken accountability and give executives the ability to overrule large swaths of shareholders. And Section 230, a federal regulation created almost three decades ago, shields social media companies from any liability for damages caused by content.

With virtually no external accountability or oversight and virtually no transparency about internal machinations (including increasingly addictive design features and what content they push to which users), social media companies are free to amplify the addictive aspects of their product, no matter how destructive. All the while, those who have been harmed are left with little recourse, and individuals, families, states and the federal government are left to clean up after the damage is done.

With both the tobacco and opioid industries, decades of hidden research and failures to disclose and manage known risks led to generations of addicts, disease, enormous health care costs, and death. Ultimately, multibillion-dollar settlements, many led by states’ attorneys general, led to reform. Social media and artificial intelligence, meanwhile, are far more pervasive and a greater existential threat to our national fabric than any industry we’ve faced before. We don’t have decades to fix this problem.

We are at a tipping point. Social media can help make our children, communities, and democracy healthier, our future brighter, and our national security stronger — or it can lead us toward a bleak, fundamentally divided future, where the values we share have been corroded, citizens have given up on the democratic process, and lies are indistinguishable from the truth online.
We Will Be Doomed if We Do Nothing

History has shown that industries like tobacco and opioids — and now, social media companies — are unwilling to do the right thing, despite rising evidence that their lucrative business models are catastrophic, until they are forced to do so. In the case of social media companies, failure to act will contribute to a system that amplifies destruction — of people, of social fabrics, and of democracy itself.

Let’s look into the future, which is not far off, to see how society may look if we continue without taking on unchecked, manipulative social media companies.

Imagine our nation’s youth unable to escape this crucible of a hyper-polarized information environment, never learning how to effectively seek compromise with those who have differing beliefs and opinions and being confronted daily with artificial intelligence content so sophisticated it’s impossible to tell the difference between truth and lies. Without corrective actions, our children will grow up

Here’s how society will look if we don’t take action against manipulative social media companies.
entwined with their devices, as tech companies extract their data for profit, and young lives will be dictated by a blue glow of a screen — a glow that will lead many to darkness. Americans will watch in horror as cyberbullying, eating disorders, dangerous viral challenges, and suicides destroy young lives across the nation, extinguishing the talents of young leaders before they have a chance to blossom and thrive.

Imagine an entire generation, raised on angst, fear, and deepfakes, receiving all of its information from social media, civically disengaged and vulnerable to the anti-democratic agendas of China, Russia, and other adversaries. We know it will only become easier and cheaper to produce dangerous content, as social media companies continue to roll out new products with a full array of artificial intelligence tools that will make everything that’s bad about social media worse.

Picture a system so weakened by distrust that Americans simply disengage from civic participation, or worse, actively reject the results of fundamental democratic processes like elections. We’re not far off from a reality rife with radicalization and plagued with polarization, where extremism flourishes in our domestic discourse and where Americans fail to recognize any shared values between themselves and their neighbors who do not share a common ancestry, ethnicity, race, religion, or political identity.

Envision global instability, with shifting borders and unstable geopolitical balances, driven by falsehoods, conspiracy theories, and violence. Picture every shred of users’ private online lives being accessed by foreign adversaries, with large chunks of supposedly private data being traded away and shared with terrorists and anti-West propagandists to divide countries, communities, and neighbors against each other. And think about fledgling democracies around the world watching, while the nation that has been a shining beacon of freedom and democracy for more than two centuries falters.

Scores of democracies around the world, including the United States, will be holding critical elections in 2024. Within each election, there are risks of interference by bad actors and authoritarian regimes who are trying to use social media to sow discord and division. If the United States and other democracies let their guard down, these
bad actors will see their influence expand in both the short-term and possibly for generations to come. As autocratic leaders around the globe weaponize our own companies — and values — against us, countries such as China, Russia, Iran, and other adversaries will continue to build their influence around the world in places like Africa, Asia, and Latin America. The American experiment of democracy could eventually be viewed by much of the world as a failure, rather than an aspirational goal, and more nations will fall to authoritarian models.

This is our future if we do nothing. This will be our reality if we allow unbridled private companies to determine the future of humanity based on their narrow self-interests rather than governments taking the lead by establishing responsible safeguards. Without reform, the youth mental health crisis will continue to embed itself in our society, and democracy. With kids losing hope in themselves, and their future, they will turn away from democracy. No election will be considered legitimate, which will make governing nearly impossible. The concept of “truth” will be an arbitrary definition, resulting in widespread distrust and a lack of common facts. Public service will be avoided because it will simply be too dangerous. And further generations of children will also grow up addicted to their high-tech devices and all the harms that go along with them.

As bleak as this outcome is, we can still choose another path. Social media intended to connect us and bring us closer together. It still can. But the social media industry won’t reform itself. We can protect our children, communities, and national security with commonsense, bipartisan solutions that factor in more than the profits of a handful of companies. We can’t wait any longer.

A Tipping Point

Now is the time to step back and see social media for what it is. Social media is an industry, a communications utility we’ve readily come to rely on. We’ve allowed the social media industry to drive the narrative that its growth and unfettered role in society should not be tampered with by any laws or regulations. That narrative is wrong.

“It should not take grieving parents filing lawsuits on behalf of their dead children to hold this industry accountable for their dangerous and addictive product designs.”

Kristin Bride
Member of the Council for Responsible Social Media
Social media cannot be allowed to continue as is. Our nation cannot let a handful of tech companies dictate the destiny of our democracy, our children, and our national security.

As Americans, we embrace innovation and free markets, and welcome new technologies that make our lives better. Yet there has always been an inflection point when the public demands laws and regulations that protect our health and safety. Planes, trains, automobiles, banking, food, drugs, and telecommunication are all regulated to ensure standards to keep people from harm. If harm occurs, there is legal recourse. Social media also must be regulated to protect our children and our society. It’s not too late for lawmakers to implement commonsense safeguards for social media.

**Americans want social media reform.** A recent national poll conducted by Citizen Data for Issue One and the Council for Responsible Social Media found that an overwhelming majority of Americans support creating guardrails for social media platforms. 21 Eight out of 10 surveyed — including 84% of Republicans and 83% of Democrats — want to hold social media companies accountable for the harm they are doing, and strongly support federal legislation that increases transparency, ensures privacy, and protects children.

Issue One’s poll is not an outlier. Last year, a Pew Research Center survey showed that 64% of Americans believe that social media has been more of a bad thing for democracy. 22 79% say that the internet and social media has made people more divided in their political opinions. 23 69% feel that that instant connection we found on our screens made people less civil in the way they talk about politics. 24 Parents have testified before Congress that social media has devastating effects on their children. 25 At least 34 states have introduced legislation to crack down on social media in an effort to protect citizen’s privacy and safety. 26 Even teens are organizing to fight back against social media, which is becoming an existential threat to their lives. 27

Emma Lembke, college student, founder of Design It For Us, and a member of the Council for Responsible Social Media, has called for a more robust strategy to protect kids online: “Social media is designed to get young people hooked and keep them hooked,” she told Issue One. “It’s robbing us of our time and energy to be kids. While there are many benefits to
an interconnected, online world, the harms are also very real and cannot be ignored. We need social media companies to adopt commonsense safeguards for the designs of their products, and we need those safeguards now.”

Likewise, Council for Responsible Social Media Co-chair Dick Gephardt, a former majority leader in the House of Representatives, told Issue One: “In all my years in Congress, I never saw as much energy and bipartisan agreement as we’re seeing with the push to reduce the harms of unchecked social media to our kids and our communities. Parents across the nation are worried about their kids, and every single member of Congress is seeing social media tear our country apart. Enough! There are solutions with strong bipartisan support. Now is the time for Congress to get a meaningful bill across the finish line to rein in social media.”

Parents across the country are ready for meaningful action against social media companies. As Brittany, a North Carolina mother who participated in a focus group conducted earlier this year by Issue One, said, “They are destroying the next generation for profit, or maybe for more nefarious purposes, but they know what their technology does to children’s brains… Most of the Silicon Valley executives and CEOs know how bad social media is for their kids, so they don’t let their kids use it. But they want all of our kids addicted to it.”

This fall, 41 states sued Meta, claiming that Instagram and Facebook are addictive and harmful to children. The complaint alleges that Meta engaged in a “scheme to exploit young users for profit” by misleading them about the prevalence of harmful content and safety features, all while violating federal privacy laws.

This lawsuit is the clearest sign yet that action from Congress to enact responsible safeguards is long overdue. Litigation is no substitute for legislation. Congress also needs to step up with solutions that hold social media companies accountable. It’s time to put our children, our democracy, and our national security before Big Tech profits.
### By the Numbers: Why It’s Time for Social Media Reform

“Most of the Silicon Valley executives and CEOs know how bad social media is for their kids, so they don’t let their kids use it. But they want all of our kids addicted to it.”

Brittany
Mom from North Carolina

<table>
<thead>
<tr>
<th>Percentage</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>80%</strong></td>
<td>80% of Americans hold social media responsible for bullying, childhood mental health struggles, and the spreading of false information and conspiracy theories.</td>
</tr>
<tr>
<td><strong>80%</strong></td>
<td>80% of Americans are concerned that unchecked advanced AI will make social media more harmful for children.</td>
</tr>
<tr>
<td><strong>76%</strong></td>
<td>76% of Americans agree that social media companies have a responsibility to design their platforms in a way that protects the mental health of children, even if these practices limit corporate profits.</td>
</tr>
<tr>
<td><strong>71%</strong></td>
<td>71% of Americans see social media’s impact on children as more negative than positive.</td>
</tr>
<tr>
<td><strong>68%</strong></td>
<td>68% of Americans would support legislation requiring social media platforms to make their products and algorithms available for independent review.</td>
</tr>
<tr>
<td><strong>67%</strong></td>
<td>67% of Americans would support legislation requiring social media platforms to make their products and algorithms available for independent review.</td>
</tr>
<tr>
<td><strong>66%</strong></td>
<td>66% of Americans agree that Congress isn’t doing enough to hold Big Tech accountable for the harms caused by their social media platforms.</td>
</tr>
<tr>
<td><strong>64%</strong></td>
<td>64% of Americans between the ages of 18 and 29 have been or know someone who has been harmed by social media, as do 33% of all Americans.</td>
</tr>
<tr>
<td><strong>58%</strong></td>
<td>58% of Americans would be more likely to support their elected officials in a reelection if they supported laws to increase requirements on the way that social media platforms collect and use data.</td>
</tr>
</tbody>
</table>

---
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Congress Must Act

Now is the time to focus on bipartisan federal solutions. Legislation already exists and is advancing to take on this challenge. Lawmakers on both sides of the aisle agree that commonsense safeguards for social media are needed. Their constituents tell them every day that this is a problem that begs to be solved. It’s time for action.

State lawmakers have been responding to public demand for change and are demonstrating resolve and leadership to take on social media. But efforts must be at the federal level as well.

We need sweeping legislation guided by these core principles:

- **Our children, our communities, and our national security must come first.** No longer can Big Tech be allowed to design addictive products, harvest user data, and manipulate users to maximize their profits with no regard to the consequences.

- **Americans have a fundamental right to privacy.** Congress must stop social media platforms from collecting our information without permission, and collect only the data they need to operate effectively and in the interest of consumers.

- **Social media products must protect the mental, physical, and developmental health of American children by design and by default.** This includes ending addictive practices like the endless scroll and targeted advertising to minors.

- **We have a right to know how social media technology is controlling the content we see and to understand the impact on our health and well-being.** Parents, policymakers, researchers, and all Americans should be able to easily understand how these platforms are designed and operated.

- **Social media platforms must adopt safeguards to prioritize fact-based information to stop foreign and domestic adversaries from spreading false or misleading information.**

- **Social media companies must be open and transparent.** Social media’s secretive nature makes it nearly impossible to design effective, fact-based policies. Laws that require that social media companies make information available to researchers and the public — including statistics about content moderation, data about viral content, and descriptions of recommendation algorithms — would be
an obvious starting point. That would mean regular and complete disclosure of key design, content, and data-collection decisions. This transparency must also include information relating to online advertising and content pushing, including microtargeting, in order to prevent the amplification of harmful content.

**Social media platforms must no longer be used as tools by foreign and domestic adversaries.** Congress must mitigate the ability for bad actors to use social media to sow distrust in American institutions, recruit and radicalize, and threaten our national security.

**Social media companies’ core business model must be fundamentally changed away from the pervasive monitoring, tracking, and sale of user data.** Comprehensive privacy protections are crucial to restore user ownership of their own data and end social media’s extractive, manipulative practices.

**Social media companies must reverse the tide of self-perpetuating echo chambers on their platforms.** For social media companies to live up to their own missions to “bring the world closer,” they must rethink systems that send users to their extreme corners.

**Social media companies must stop using algorithms to elevate the most extreme content.** Algorithms that amplify inflammatory content, filter users into rabbit holes of questionable content, and recommend joining hate groups must be redesigned.

**Social media platforms should adopt measures that slow down the speed at which things are shared and cause people to pause and think before sharing harmful or untrue content.** Creating “friction,” or pauses, in the system to slow down the spread of material can and should be built into the platforms.

**Social media companies must build better capacity to ensure veracity.** If a social media company provides its services anywhere, its value of sharing accuracy and facts must be included and built into the platforms, including overseas.

These principles are strong, and represent a significant departure from the current operating procedures of Big Tech. There are clear actions lawmakers can take based on these principles.

Some recommendations are already moving forward. The United Kingdom’s Age Appropriate Design Code establishes a powerful legal responsibility for online platforms to design their products and services in the “best interests” of users under the age of 18. The European Union’s Digital Services Act package builds on the EU’s world-leading data privacy standards by adding new risk mitigation standards, transparency practices, and oversight regimes, as well as requiring social media platforms to proactively create healthier online spaces for the 450 million citizens of the European Union.
Americans have far fewer digital rights and safeguards, and American tech companies are actively working to prevent the same standards here in the United States. However, U.S. lawmakers are advancing a number of strong proposals that would make social media safer and healthier.

The bipartisan Kids Online Safety Act (KOSA) follows a similar “safety by design” format and requires social media platforms to affirmatively mitigate key, defined harms, including anxiety, depression, eating disorders, addiction, bullying, sexual exploitation, and the sale of illicit drugs to minors. KOSA would also mandate the strongest safety settings by default and give kids tools to disable addictive product features and opt out of manipulative algorithmic recommendations.33 These are excellent steps forward.

Another promising legislative solution is last year’s American Data Privacy and Protection Act.34 This would establish requirements for how companies handle personal data, which includes information that identifies or is reasonably linked to a person. As is, social media platforms can easily track data to individual behavior and location. This must end.

**Now is the time for Congress to step up and step in. We need the political will to acknowledge that this is the tipping point for our society, between healthy and unhealthy, safe and unsafe, productive and destructive — and move forward on the side of social media that supports and enhances a healthy democracy and civil society.**

To quote Council for Responsible Social Media member Frances Haugen, the former lead product manager on Facebook’s civic misinformation team who ultimately decided to blow the whistle on her employer, “We can have social media we enjoy, that connects us, without tearing apart our democracy, putting our children in danger and sowing ethnic violence across the world. We can do better.”35
PART I

How Social Media Works Against Us

Social media platforms run on the pervasive and largely imperceptible extraction, manipulation, and sale of users’ behavioral data. Every moment online is aggregated into a profile that is used not just to sell us shoes, but to maximize the efficiency of the model itself — keeping our attention longer with inflammatory content and steering us into information silos. All of this is done to maximize profit. Today, Meta’s market capitalization is valued at $840 billion, and Alphabet’s is $1.7 trillion. Combined, these amounts are larger than the GDP of nations such as Australia, Canada, and Russia.
Addictive platforms allow social media companies to maximize profits.

Anyone who downloads a social media app today and creates an account forfeits any right to privacy for any data they provide. Social media companies, meanwhile, offer almost no transparency as to how they use the data, and they have no liability to address damages caused by content posted on their platforms. To reform social media, it’s important to understand how it works — what drives the industry that has changed our lives and is shaping the next generation of American citizens from their earliest years.

Social Media Platforms Are Engineered to Be Addictive

The content we receive on our social media “feeds” is by design, driven by algorithms that filter and organize every social media application. Each of these algorithms are unique and based on each social media company’s direction, and can evolve and change. Algorithms are largely developed by humans, but once they’re completed, automation takes over, and increasingly, this automation is governed by artificial intelligence. They are engineered for engagement, connectivity, virality, and, most importantly, profit.

One major problem is that algorithms are secret and not shared with users or researchers. Social media companies are in the driver’s seat, but they haven’t shared the destination, route, or speed. Users are just along for the ride. That ride often leads users into informational bubbles and down rabbit holes of content that is not factual. Yet across every product, the No. 1 goal is to keep users engaged on addictive platforms, which allows social media companies to serve ad after ad to maximize their profits.

The Data Harvested Is Abundant — and Lucrative

The data that social media companies collect from users is extremely valuable.

How pervasive is this data collection? Let’s use TikTok as an example. TikTok collects data that includes information about the device being used, its location, IP address, search history, the content of messages, what was viewed, and for how long. It also collects device identifiers to track
interactions with advertisers. In the United States, TikTok can collect biometric information including face and voiceprints. Then, using a combination of other collected behavioral data, TikTok “infers” factors such as the user’s age range, gender, and interests.

TikTok is not unique. Twitter, YouTube, Snapchat, and Meta — which owns both Facebook and Instagram — all collect similar data. Users provide more information by posting about where they work, life events, surveys, “likes,” and searches. This data is continuously harvested, even when users aren’t using their apps, with tracking cookies.

All the while, how social media platforms create their algorithms or share and use their data remains stunningly opaque. Efforts to collect data to study or analyze information tightly held by the social media companies are often thwarted or skirted, while internal transparency efforts are underfunded or marginalized. Even congressional testimony and reports from companies to their own boards of directors have proven to be vague, incomplete, and outdated.

Testifying before Congress, Facebook whistleblower Frances Haugen said the company’s leadership “keeps vital information from the public, the U.S. government, its shareholders, and governments around the world.” Similarly, Twitter whistleblower Peiter “Mudge” Zatko told Congress that the company’s executives “misled its board of directors, regulators, and the public,” adding that “Twitter’s security failures threaten national security [and] compromise the privacy and security of users.”

The data and its use by the algorithm-driven industry is what separates social media from any other mass media. Social media can efficiently deliver content, even if it’s false, dangerous, or inciteful, at lightning speed to millions, with incredibly calibrated microtargeting to reach specific demographics. No other media can do that as swiftly, precisely, or potentially catastrophically as social media.
How Paid Ads — and Targeting Children — Make Social Media Platforms Money

Paid advertising is where the money is for social media platforms. In 2023, ad spending globally on social media platforms is projected to reach $207 billion. For Meta, advertising accounted for 97% of the company’s overall revenue in the fourth quarter of 2022. Advertising is really the business of social media; everything else is a sideshow.

Effective microtargeting and enormous reach are what drives social media advertising sales. Those capabilities are possible because of the persistent and extensive harvesting and analysis of users’ behavioral data and the addictive pull of social media.

To keep this money train running, social media companies think long term. That’s why attracting and addicting children to social media is a top priority. As Chris Griswold, policy director at American Compass, has said: “When it comes to social media’s economic imperatives, nothing could be a more vital strategic priority than recruiting and retaining the youngest users.”

Social media’s effort to design products that are addictive to kids is paying off. In 2021, about 50% of parents of children aged 10 to 12 reported that their children used social media, as did about 32% of parents of children aged 7 to 9. These kids are providing data about themselves to profit-driven companies while being exposed to a world of dangerous and manipulative content. Meanwhile, cracking down on hazardous content geared toward kids has consistently been too little too late, or not at all, by social media companies. As Facebook whistleblower Frances Haugen has said: “I saw that Facebook repeatedly encountered conflicts between its own profits and our safety. Facebook consistently resolved those conflicts in favor of its own profits.”

Ad spending on social media platforms is projected to reach $207 billion in 2023.

About one-third of parents of kids aged 7 to 9 say their children use social media.
Social Media Amplifies Outrage

To maximize their profits, social media platforms need to increase the number of people who see and react to the content. **Emotions are at the heart of this engagement model. They drive why some posts prompt greater likes, retweets, shares, or views than others. And the most powerful emotion social media uses to boost content is outrage.**

Researchers have found that social media posts on polarizing issues (such as gun control, marriage equality, and climate change) that used “moral-emotional language” spread more quickly to more users.\(^{49}\) **Adding a word of moral outrage to a tweet increased the rate of retweets by 17%.\(^{50}\)**

Further, posts about the “out-group” were shared or retweeted about twice as often as posts about the “in-group,” researchers have found. **Every term referring to “the others” increased the odds of a social media post being shared by 67%.\(^{51}\)**

Outrage also boosts information that is simply false. MIT researchers found that **falsehoods are 70% more likely to be retweeted on Twitter than the truth and reach an audience six times faster.\(^{52}\)** Research at Yale University showed that on Twitter, “moral outrage expressions” are “significantly associated with increased engagement with misinformation.” Yale Assistant Professor Molly Crockett summarized the findings this way: “If moral outrage is a fire, social media is like gasoline.”\(^{53}\)

There’s a substantial overlap between outrage and hate speech, meaning that **engagement-based algorithms may facilitate the spread of hate speech online.\(^{54}\)**

“There’s a market for reasoned debate out there, but there seems to be a bigger market for really outrageous or extreme claims,” said Jonathan Nagler, a co-director of New York University’s Center for Social Media and Politics.\(^{55}\)

According to a *Wall Street Journal* report, an internal Facebook research team told the company in 2018 that “algorithms exploit the human brain’s attraction to divisiveness.” Left unchecked, Facebook would show users “more and more divisive content in an effort to gain user...”
attention and increase time on the platform.” When this team brought proposed changes to Facebook CEO Mark Zuckerberg, he reportedly rejected them because he was worried they would hurt what he saw as the most important priority: engagement. This is a quintessential example of a social media executive not caring about any of the harmful consequences of their products. And this entire process happened behind closed doors.

**Social Media Boosts Extremism**

That outrage-driven social dynamic also fuels extremism. While social media companies have moved away from their original mission to connect users to their friends and family, these platforms still have an immense ability to steer users to other like-minded users and build coalitions on a global scale.

Facebook has long been aware of its platform’s aggravated polarization and “tribal behavior,” and it initially explored ways to address this problem. In 2016, an internal Facebook investigation found that “64% of all extremist group joins are due to [Facebook] recommendation tools” — meaning that Facebook’s own recommendation system was fueling the recruiting efforts of extremist groups. But the company abandoned its own efforts to curb polarization and extremism, with Facebook CEO Mark Zuckerberg, in 2019, saying, “You can’t impose tolerance top-down.”

In the United States, the rising number of mass shootings has been linked time and time again to the social media platforms on indirect and direct levels. Platforms have been used by perpetrators of mass shootings and hate crimes on more than one occasion to ideate violence, communicate with like-minded individuals, and, in the case of the Buffalo grocery store shooter in 2022, even streaming the shooting live.

As Global Leadership Institute President Anthony Silard once told Forbes: “Social media has compounded a growing racial, cultural, and gender divide in America and the world.”

While social media platforms may prefer not to “impose tolerance,” they can turn down the volume on inflammatory content and modify their algorithms to steer users away from extremist groups, rather than towards them. Often, they choose not to.
Social media companies face no consequences for dangerous design features of their products.

Social Media Platforms Operate Without Any Accountability

Social media companies face no consequences for dangerous design features of their products — like the boosting of toxic content and addicting children. In short, there are no accountability or responsible safeguards for the entire industry.

In May, the U.S. Supreme Court handed social media companies a major victory in *Twitter, Inc. v. Taamneh*, a case in which the family of an American victim of a terrorist attack unsuccessfully tried to hold Twitter accountable for failing to act against pro-terrorist content on its platform.62

Section 230 of the Communications Decency Act, passed in 1996, essentially passes on the liability of harmful speech from a social media platform to the original author of an online post.

All the while, no government agency has been established to oversee social media platforms, and no major federal legislation has passed to regulate their behavior since 1998, when the internet was in its infancy.
The Threat of Artificial Intelligence

Fast-spreading fake or inflammatory information being amplified by social media platforms is bad enough. Artificial intelligence has the potential to make everything bad about social media worse.

AI is not new. It’s used to drive customer-service chat boxes and suggest new music or news items to users of certain apps. But “generative AI” or “advanced AI” is different. Using machine-learning techniques, generative AI can generate new, original content that mimics actual people’s faces, bodies, or voices quickly and easily. This latest generation of AI will make it easy and inexpensive to create and disseminate completely fake — yet credible — content that looks or sounds like anyone. It’s already being used to deceive and manipulate people across the globe.

Earlier this year, the mayor of a city in Australia threatened a defamation lawsuit against ChatGPT, a chatbot that uses advanced AI, after it falsely asserted that he was imprisoned for bribery while working for a subsidiary of Australia’s national bank.63 And in June, a mother in Arizona testified before Congress describing a terrifying call from what sounded like her daughter, begging for help.64 Another man joined the call and threatened the mother: “Listen here. I have your daughter. You call anybody, you call the police... You’ll never see your daughter again.”65 He demanded $1 million in ransom. It turned out that the call was a kidnapping spoof using AI.66 Imagine what China, Russia, or some other adversary could do with this technology.

As AI becomes more sophisticated and accessible — which is happening now — it will become nearly impossible to tell the difference between what digital content is fake and what’s real.

Tech companies are betting on AI as the next best thing, rushing to beat each other to market without any regard to the consequences of these tools.

The images to the left were created within seconds online for free.
Children are the future of our society and our democracy. Yet social media is hijacking their sense of self, ability to think critically, attention spans, and social lives before their brains are even fully formed. Kids today get most of their news and information from social media and are bombarded daily by content that tells them they aren’t good enough, polarizes them, and makes them feel isolated from their friends and families. Untruths, bullying, harassment, and violence are microtargeted to them, shaping their views of the world — and the biochemistry of their minds.

The next generations are digital natives. They’ve been surrounded by smart phones, computers, and the internet their entire lives. Tech companies promised that this
exposure to “the world” through screens would provide kids with an enormous advantage. Kids would be able to communicate with their peers and far-away family members, boost social interactions, and feel connected, and learn more from a universe of content. Yet, according to experts like psychologist Jean Twenge, “there is compelling evidence that the devices we’ve placed in young people’s hands are having profound effects on their lives — and making them seriously unhappy.”

Our kids’ mental health and well-being are under attack. A majority feel “addicted” to social media platforms. Children are being plunged into content far before they’re able to handle it. Thanks to social media, where “engagement” is more valuable than veracity, we’re raising a generation that is mentally broken and ill-equipped for governance and the challenges of democracy.

Social Media Is Addictive and Rewires Children’s Brains

Social media is used by up to 95% of young people aged 13 to 17. Roughly 67% of America’s teenagers use TikTok, 62% use Instagram, 59% use Snapchat, 32% use Facebook, and 46% report being online “almost constantly” — nearly double the amount who said the same thing seven years ago.

Studies have shown that social media has a powerful, addicting effect on the brain and that more than 50% of teens who use social media report at least one symptom of addiction. As Nancy DeAngelis, director of behavioral health at Philadelphia’s Jefferson Health - Abington has said: “Social media platforms drive surges of dopamine to the brain to keep consumers coming back over and over again. The shares, likes, and comments on these platforms trigger the brain’s reward center, resulting in a high similar to the one people feel when gambling or using drugs.”

For kids, the addictive nature of social media is particularly problematic. According to the American Psychological Association, neuroscientists see two critical periods in a child’s brain development. The first is in the first year of life. The second begins at puberty and lasts to early adulthood. During this second period is when children begin accessing electronic devices and using social media.
In puberty, children crave visibility, attention, and positive feedback from their peers. Their brains have not fully developed the ability to resist temptation. That happens later in life. As Dr. Mitch Prinstein, chief science officer of the American Psychological Association, has said: “When it comes to youths’ cravings for social attention, they are ‘all gas pedal and no brakes.’”

Social Media Is Damaging Kids’ Health

“A National Youth Mental Health Breakdown”

“We are in the middle of a national youth mental health crisis, and I am concerned that social media is an important driver of that crisis — one that we must urgently address,” U.S. Surgeon General Vivek H. Murthy has warned.

Studies and datasets have shown surges in rates of anxiety, depression, and self-harm among American teens that started in the early 2010s. According to Dr. Jonathan Haidt, an author, professor of ethical leadership at New York University’s Stern School of Business, and member of the Council for Responsible Social Media, “there is now a great deal of evidence that social media is a substantial cause, not just a tiny correlate, of depression and anxiety, and therefore of behaviors related to depression and anxiety, including self-harm and suicide.”

Facebook’s own research showed that a group of teenagers who'd experienced mental or emotional health challenges felt that their problem started when they were “on Instagram.” After using the app and participating in Facebook’s research, 42% of U.S. teens reported their feelings of “not having enough money.” 41% felt “not being attractive.” 39% felt pressure to “have to create a perfect image.” 24% felt “not being good enough.” 10% linked their depression to Instagram, while 9% felt the desire to harm themselves, and 6% expressed the desire to kill themselves.
The Link Between Social Media and Physical Health

Using social media not only affects children’s mental health. It also affects their physical health.

Both mental and physical health is at risk from sleep deprivation, which is often traced to social media use. Sleep deprivation is linked to compromised thinking and reasoning as well as increased susceptibility to illness, weight gain, and high blood pressure.78 Those who don’t sleep enough are also more prone to depression and anxiety.79 Research also suggests that a lack of sleep is associated with poor performance in school, difficulties with attention and stress regulation, and an increased risk for car accidents.80

Parents know their kids’ physical health is taking a toll because of social media addictions.

Raina, a mother from Illinois who participated in the Issue One focus group earlier this year, said her child has a tendency, when he’s sitting around on his phone, to be “snacking,” “partaking in unhealthy beverages,” and “not moving around.”81

Another mother in Issue One’s focus group reported that her son, at a recent physical checkup, “actually had an undetectable vitamin D level because he was never seeing sunshine,” adding that he “would just go to school” and then go “to his room or to the dark basement” when he got home.82

Rather than addressing the addictive design of their products, removing underage users, or refraining from illegally serving advertisements to teens, companies like Meta put the onus on parents like Raina and Carol through insufficient parental controls.83 At the same time, the social media platforms are fighting tooth and nail against the systemic and design-level changes that would give parents the help they need to protect their children. This is why parents cannot confront this problem alone and need help from lawmakers in Washington.
Social Media Is Particularly Harmful for Girls

For teen girls, the magnetic draw to social media appears to be even more dangerous, a threat that social media companies themselves enable every time they recommend harmful content to teenage girls.

The death of Molly Russell in 2017, according to a London coroner, was linked directly to “an act of self-harm while suffering from depression and ‘the negative effects of online content.’”84 An inquest after her death showed 2,100 Instagram posts related to suicide, self-harm, and depression were saved, liked, or shared from her account during the six months prior to her death.85

In 2021, leaked Meta documents revealed that 21% of American girls felt that Instagram made them feel worse about themselves, and 32% said the platform made them feel worse about their bodies.86

Moreover, according to a CDC report released earlier this year, 57% of teen girls “felt consistently sad or hopeless” in 2021, a 60% increase and the highest level reported in the past decade. And nearly 30% of teen girls in 2021 were “seriously considering attempting suicide.”87

“The toxicity comes from the very nature of a platform that girls use to post photographs of themselves and await the public judgment of others,” Dr. Jonathan Haidt, the author and NYU professor, has said.88
As leaked internal Meta documents put it: Instagram’s monetization of teens’ faces and bodies, the pressure to look a certain way, and an algorithmic feed that encourages constant engagement “exacerbate each other to create a perfect storm.” 89

Social media is also a strong contributing factor to eating disorders.90 Online communities exist on virtually all social media platforms that discuss eating disorders and varied approaches to lose weight or appear thinner, including YouTube videos sharing low-calorie diets and Instagram posts of emaciated models. While the social media platforms have attempted to quash obvious pro-eating disorder content, users and influencers can avoid having their content taken down by using hashtags to attract attention. At least one website provides hashtags to “grow your Instagram using the most popular anorexia hashtags.”91

None of this is a secret. Dove, a subsidiary of Fortune 500 company Unilever, launched a comprehensive campaign that started in 2004 to battle the unrealistic beauty standards that damage girls as a counteroffensive against the most pervasive, damaging messages delivered daily by social media.92 Earlier this year, these ads also began calling for federal legislation to protect children’s mental health.93

Nearly 30% of teen girls in 2021 said they were “seriously considering attempting suicide.”

---

**Percentage of Americans 12-17 who had at least one major depressive episode in the past year, 2004–2021.**

- **Girls** 29.2%
- **Boys** 11.5%

![Graph showing the percentage of Americans 12-17 who had at least one major depressive episode in the past year, 2004–2021.](chart)

Source: U.S. National Survey on Drug Use and Health
Social Media Amplifies Bullying

Social media platforms, texts, messaging, online forums, and email are common places where cyberbullying occurs. The Pew Research Center found that 46% of U.S. teens aged 13-17 had experienced cyberbullying. And research suggests that children who have been cyberbullied are three times more likely to contemplate suicide than their peers.

Among those cyberbullied was Carson Bride. Carson did not have his first cell phone until he was in the 8th grade; his parents did not allow him on social media platforms until he was a freshman in high school. In June 2020, just after starting his first job, Carson committed suicide. His parents soon discovered that Carson had been cyberbullied extensively for months by anonymous users on Snapchat. His attempts to learn who was sending him negative, harassing, sexually explicit, and humiliating messages failed.

Kristin Bride, Carson’s mother and a member of the Council for Responsible Social Media, sued Snapchat and other messaging apps for being negligent in safeguarding against cyberbullying. In February 2023, she appeared before the Senate Judiciary Committee, along with other parent-survivors who had lost their children to social media harms. “It should not take grieving parents filing lawsuits on behalf of their dead children to hold this industry accountable for their dangerous and addictive product designs,” Bride told the committee.

Social Media Promotes Deadly Challenges

The “blackout challenge” went viral on TikTok starting in 2021. In it, users — usually children — are challenged to restrict breathing for a set duration of time. Choking games are not new, but with social media, the game was delivered with swift efficiency to kids too young to realize the danger of the challenge.

By the end of 2022, at least 15 deaths of children under the age of 12 were linked to the blackout challenge. While TikTok requires its users to be at least 13 years old, experts agree there are no effective mechanisms to block underage users from using the social media platform. In
At least 15 deaths of children under the age of 12 were linked to the “blackout challenge.”

The blackout challenge isn’t the only dangerous “game.” A Benadryl challenge that started in 2020 killed a 13-year-old boy in Ohio and a 15-year-old girl in Oklahoma. Challenges to swallow spoonfuls of cinnamon, eat Tide PODS, and walk blindfolded into traffic (all captured on video and posted) have also gone viral on social media platforms.

Social Media Links Kids to Predators

Social media has become a playground for abusers who share child pornography. Predators use social media platforms to stalk, harass, and trade images of underage children. They prey on vulnerable children to commercialize sexual exploitation, or child sex trafficking. This can include soliciting images, sexual acts, or “relationships” from the most vulnerable.

According to Thorn, a nonprofit dedicated to battling online child sexual abuse, research shows that one in four children surveyed have had online sexual encounters with adults via social media. Nearly one in three teen girls have been approached by adults asking for nude photographs, while one in six girls aged 9-12 years have interacted sexually with an adult on these platforms.

Social media platforms help connect and promote a vast network of accounts openly devoted to the commission and purchase of under-age sexual content.

For instance, as the Wall Street Journal reported, Instagram enabled users to search explicit hashtags like #preteensex and connected them to accounts that used the terms to advertise child-sex material for sale. Researchers were able to get recommendations quickly and easily from the platform that were “enough to flood a test account with content that sexualizes children.”

Meanwhile, message boards like Snapchat and Discord offer “closed group” features that have been used “for grooming
and even selling or advertising people for sex trafficking,” according to Haley McNamara, director of the International Centre on Sexual Exploitation.109

Current and former Meta employees who have worked on Instagram child-safety initiatives estimate that the number of accounts that exist primarily to follow child-sex content is in the high hundreds of thousands, if not millions, the Wall Street Journal reported earlier this year.110

**Social Media Erodes Support for Democracy Among the Next Generation of Citizens**

Social media has become young people’s primary resource for information — and that information can be deeply flawed. Aside from potentially damaging young social media users as individuals, this endless barrage of algorithm-driven content has led the next generation to mistrust most information sources — something that threatens the future of our democratic society.

77% of American teenagers get their news from social media, according to a survey in 2020 of more than 800 teens by the nonprofit Common Sense. Yet only 28% trust local news organizations — and even fewer trust traditional newspapers, traditional TV news networks, and news aggregators. Rather, about 39% get their news from celebrities, influencers, and personalities.111

In the past, the nightly news and printed newspapers were largely considered credible sources, and there were humans in the publishing process who would decide what to report, what was important enough to lead the news, and what was true. With social media, that editorial voice is gone, replaced with algorithms and amplification. If the most important value is engagement, then veracity, credibility, and facts are out the window — with that, goes trust.

Earlier this year, the Center for Countering Digital Hate found that nearly 5 in 10 Americans (49%) — and nearly 7 in 10 American teenagers who use social media for at least four hours a day (69%) — agreed with at least four conspiracy theories that were polled.112 The researchers concluded that

Young people have markedly less trust in our democratic values than previous generations.
social media is exposing people — including teenagers — to higher levels of propaganda, including antisemitic and white supremacist propaganda.

“Conspiracy theories have real traction among American teenagers, particularly those who use any single social media platform for four or more hours per day,” warns Center for Countering Digital Hate CEO Imran Ahmed, a member of the Council for Responsible Social Media. “This is a crisis of conspiracism that is infecting our children with potentially dangerous lies and nonsense.”

Young people also have markedly less trust in our democratic values than previous generations. They are less likely to believe that the American people will do what they can to help those in need; less likely to have confidence that we can work together to solve community problems; and less likely to be willing to accept election results no matter who wins.113

Our democracy requires a certain amount of trust — in institutions, in individuals, and in each other. It also requires participation in elections and the civic process, whether it’s voting or running for office. We can all agree to disagree on any topic, or like or dislike any candidate. But we need to agree that we can sort our differences out in a non-violent way.

What happens if the next generation trusts no information and are incapable of distinguishing what’s real and what’s fake? Will they be capable of self-governing, or supporting democratic principles that have upheld our nation for nearly 250 years?

There are larger issues at stake here. Russia is actively seeking to destabilize America. China believes the United States is in decline and is chipping away at the existing international order. Both of these countries, as well as other adversaries, see social media as a powerful tool to advance their agendas. In these psychological operations, our kids are on the frontline.
PART III

Threats to National Security

Social media is the tool of choice for our adversaries to influence minds and ultimately shift geopolitical power, in part because of the speed at which false information can travel and become perceived as the truth. A 2018 MIT study found that on Twitter, “it took the truth about six times as long as falsehood to reach 1,500 people.” While social media companies rapidly advance new products — most notably artificial intelligence tools — they are plowing forward with virtually no guardrails to incorporate these national security concerns into the system. At the same time, by relying on outrage and division as tools
of engagement, which drives profitability, social media platforms divide Americans and destroy our trust in each other and our institutions. This division is making us less capable of addressing collective challenges, which ultimately undermines U.S. national security.

Social media is used by nearly five billion people around the world and is expected to increase by another billion by 2027. Social media provides quick access to information and other people, and it serves as the primary source of information for many. Facebook alone has nearly three billion users and fast-growing TikTok claims about 1.6 billion users. While social media is benefiting billions of users, it’s also serving as a tool to do harm. Attracting and connecting bad actors, spreading untruths, and sharing highly sensitive data with astonishing speed and extraordinary reach is part and parcel of the design built into social media.

**Adversaries Want to Take Down Democracy**

When a nation meddles with America’s national security, they’re really aiming at democracy.

Our adversaries fundamentally disagree with America’s founding principle of freedom, our tradition of open and fair elections, and our support for democracy around the world. They do this for the oldest reason of all: Power. China, Russia, and authoritarian states see democracy — and its global reach — as a direct threat to their own power. And these autocrats are deeply concerned about any semblance of democracy forming within their own borders.

Right now, Russia, China, and other adversaries are seeking to reshape the geopolitical map. They’re using social media to flood our feeds with propaganda and gathering copious amounts of data about us. They take advantage and exploit our tradition of free speech and openness by highlighting and amplifying tensions within our own country.

By magnifying every disagreement in the United States by every digital means possible — from troll farms to “news” items that are not true to the weaponization of artificial intelligence — our adversaries are chipping away at our unity. By collecting and analyzing our data, they’re learning

Authoritarian states see democracy as a direct threat to their own power.
all about us and what makes us vulnerable, from where we live to how we react to the content that arrives in our social media feeds. They are capable of manipulating an entire generation that receives almost all their information from social media.

**Social Media Is a Tool for Bad Actors**

Facebook says it bans U.S.-designated terrorist groups, but as recently as February 2023, it would “auto-generate” landing pages for terrorist groups, including ISIS and al-Qaeda. These pages were automatically created by Facebook when a user listed a terrorist group in their profile, according to an investigation by the Tech Transparency Project. The pages allowed users to network, tag friends, and send messages to one another. Similarly, Vice News was able to replicate the Tech Transparency Project’s results by creating a profile that was quickly able to link to ISIS as an employer in Raqqa, Syria.\(^{117,118}\)

“Despite repeated warnings and questioning from multiple lawmakers, Facebook has continued to create business pages for designated terrorist groups that thrive on digital propaganda — and it’s been knowingly doing so since 2019,” said Katie Paul, the researcher and author of the investigation.\(^{119}\)

While this could be shrugged off as a “quirk” in the system, the fact is that social media platforms can — and are — being used as weapons by state-sponsored bad actors.

In an especially horrific development this fall, Hamas terrorists hijacked the social media accounts of Israeli hostages to livestream attacks and issue death threats. Thomas Rid, a professor of strategic studies at Johns Hopkins University, told *The New York Times* that this “weaponizes social media in a way I don’t think we’ve seen before,” adding “we are not psychologically prepared for this.”\(^{120}\)
Social Media Increases Radicalization

All media — including newspapers, radio, and television — can be used to encourage radicalization, the process of causing a person to adopt extreme positions on political or social issues. Yet the internet, and social media especially, is a particularly strong accelerant of radicalization at home and abroad.

Radicalization can result in violent actions, including terrorism. Radicalization was at the heart of the September 11, 2001, attack on the United States as well as the January 6, 2021, attack on the Capitol — meaning social media companies’ own algorithms and content amplification processes are a national security problem that cannot be ignored.

UNESCO, in a 2017 research report on the role of the internet and social media in the development of radicalization among youth, identified social media as a “facilitating environment” for violent radicalization. And according to PIRUS, a detailed database of people in the United States who have been radicalized, social media played a role in the radicalization process of only 27% of those radicalized between 2005 and 2010. But, predictably and unfortunately, between 2011 and 2016, that increased to 73%.

Radicalization also extends beyond just the youth. Another vein of citizens that has been targeted for radicalization is our military. Of the hundreds of people who have been charged for their role in the January 6 attack on the Capitol, dozens were veterans and at least half a dozen were active duty members of the military.

Likewise, just seven months earlier, Ethan Melzer, a U.S. Army private, was arrested for plotting an attack against his own unit. He was a white supremacist who allegedly released classified troop movements to a neo-Nazi group, hoping to help facilitate an al-Qaida attack on his unit.

Cases like Melzer’s emphasize the clear counterintelligence and national security threats of radicalized current and former members of the military. With extremist propaganda proliferating on social media, the threat of far-right extremism in the military only continues to grow.
Why Dictators and Autocrats Are Drawn to Social Media

Across the globe, dictators are using social media to clamp down on dissent. At home, they aren’t letting their own people access any of the benefits of openness and connectivity promised by social media. Instead, they use social media as a weapon against their own populations.125

Russia, in particular, uses social media to spread false information wherever it seeks to cause trouble. And China is increasingly deploying these tactics as well, while steadily gathering private data using TikTok that can be used to weaken the United States.

Social media can break down democracies in a way that is far more subversive and inexpensive than actual military action.

Why are dictators and autocrats drawn to social media? Social media can break down democracies in a way that is far more subversive and inexpensive than actual military action. Social media can disrupt and foment anger and violence by exploiting weaknesses within societies and amplifying them. Conflict can start locally and spread rapidly to surrounding regions. It can help to reshape not only values, but borders.

Let’s examine further how Russia has fully embraced the use of social media to advance its anti-West narrative around the world.
Under President Vladimir Putin, Russia has added cyberwarfare on social media to its disinformation playbook.

How Russia Uses Its Social Media Manipulation Playbook Around the World

Russia has always been adept at influence campaigns to sow division and confusion in its adversaries. **Under President Vladimir Putin, Russia has “revived the Cold War dezinformatsia (disinformation) playbook with a modern twist: extensive cyber domain and modern technological influences,”** according to researchers at Georgetown University. When Putin rose to power in 2000, he promptly took control of Russian television networks and sought to synthesize “Soviet control with Western entertainment.” Russian television became its internal propaganda machine. From there, Russia extended its efforts to social media as the industry grew.

Tactics and enablers of Russian propaganda are numerous, including state-funded global messaging, proxies, and front groups, advertisements on social media, artificial grassroots campaigns, bot networks, deep fakes, malware, and memes. And Russia is using this playbook around the world.

For instance, when Russia invaded Crimea in 2014, it used a state-owned network of paid internet trolls and fake personas that appeared to be locals disillusioned with Ukrainian opposition to Russia to spread false information. Russia applied its anti-truth approach prior to its invasion of Georgia in 2008 by justifying its slow military build-up in the region as an effort to “protect” Georgians. Social media has also been a tool for Russia to amplify dictators in Africa, including in Sudan in 2019.

In the United States, Russian trolls tried to influence our domestic debate over NFL players kneeling during the singing of the national anthem at professional football games, and according to federal prosecutors, a leading advocate for the secession movement in California got funding and direction from Russian intelligence agents. And Russia’s 2022 invasion of Ukraine marked “an escalation in Russia’s longstanding information operations against Ukraine and open democracies.”
Social Media and Russia’s Invasion of Ukraine

Russia’s narrative leading up to its 2022 invasion of Ukraine was that Russia was a victim of ongoing provocation by the West and was entering Ukraine on a peacekeeping mission.

On the day of the invasion, Putin addressed the Russian people and falsely claimed that Ukraine was being governed by Nazis, which required Russia to launch military action with a goal to “denazify” Ukraine. This narrative — which came to be denoted by the “Z” symbol — was amplified around the world through social media, and became “the rallying symbol of the Russian war machine and an effective weapon in the information war,” according to Ben Scott, a former State Department official who is now the executive director of Reset, which focuses on tackling digital threats to democracy. At the same time, the Russian government clamped down on independent media outlets within Russia and forbade the use of the word “war” in the context of Ukraine.
Social media helps spread false information rapidly among Russian troops, Ukrainians, and its global audience. As Scott has noted, the Russian “Z” campaign could be found throughout social media during the outset of the war, from schoolchildren posing on Instagram with colored Z drawings to Kremlin-aligned accounts posting highly produced Z propaganda.137 These lies expand false narratives that can weaken critical support for Ukraine among its allies. They also contribute to chaos and confusion among Russian troops, who have been told they would be welcomed as heroes for liberating Ukraine from Nazi and Western backers. In fact, recordings show that Russian soldiers were shocked at the violence of war and orders from their commanders to kill civilians.138 Said one Russian officer, referring to his military superiors: “Frankly speaking, they tricked us. Everything we were told was a fake.”139

Prior to Russia’s invasion of Ukraine in 2022, Meta successfully identified and disabled one of Russia’s propaganda networks of more than a thousand fake social media accounts before they could gain large audiences.140 As the war has raged on, Meta has claimed to continue to take down overt Russian state-controlled media on its platforms. Yet Meta admits that covert activity has risen sharply, and the company reports that efforts are “aggressive and persistent, constantly probing for weak spots across the internet, including setting up hundreds of new spoof news organization domains.”141 In fact, research by the Center for Countering Digital Hate found that Facebook has failed to remove or label 91% of posts containing content from Russian state media outlets identified by the U.S. State Department as “Kremlin-funded media” and Russia’s propaganda “ecosystem.”142 Without external verification and transparency, we can’t fully understand the scope of the problem, which could be much worse than Meta, and other platforms, say it is.

Against all odds, Ukraine has stunned the world by its resilience and military strength on the ground. It depends heavily on the United States and its allies for support. Should public support wane, support in the way of arms, training, and humanitarian aid could recede — which is why Russia has not ceased in promoting propaganda campaigns on social media. Should Ukraine fall to Russia, democracies throughout Eastern Europe will be more vulnerable to Russian interference.
Russia and Other Foreign Adversaries Attempt to Influence U.S. Elections

By 2016, 62% of adults were getting their news from social media and rapidly spreading content that would arrive on their Facebook feeds — the more inflammatory, the better. That summer, both political parties were nominating their presidential candidates. On the second day of the Democratic National Convention in Philadelphia, WikiLeaks began to publish thousands of emails stolen from the Democratic National Committee that exposed divisions within the party. The leaks continued into the fall.

While the founder of WikiLeaks Julian Assange took credit for the leaks, American intelligence agencies found that the Russian government was actually behind the theft. An intelligence assessment stated: “We assess Russian President Vladimir Putin ordered an influence campaign in 2016 aimed at the U.S. presidential election. Russia’s goals were to undermine public faith in the U.S. democratic process.” This finding was affirmed by the 2019 Mueller Report and a bipartisan Senate Intelligence Committee investigation.

Russia had used email leaks, propaganda, and social media to stoke societal divisions and in an attempt to undermine the integrity of democratic elections in the United States.

Foreign interference didn’t stop there. Indeed, every national election in the United States since 2016 has been pummeled from the outside. Russia, China, and Iran have weighed in about candidates, ideological divisions of American citizens, the credibility of the American election system, and democracy itself with tweets, videos, memes, and fake news.

In 2020, Russia again sought to influence the U.S. presidential election. An intelligence report stated that again, Putin authorized an influence operation designed to undermine public confidence in the electoral process and exacerbated “sociopolitical divisions in the United States.”
Similarly, Iran, in 2020, undertook a “multi-pronged covert influence campaign” designed to “undermine public confidence in the electoral process and U.S. institutions and sow division and exacerbate societal tensions in the United States,” according to an analysis released in 2021 by the U.S. Office of the Director of National Intelligence.\(^{148}\)

And in 2022, Chinese government-affiliated cyberactors sought to discourage Americans from voting, discredit the election process, and sow further divisions among voters.\(^{149}\) At the same time, TikTok accounts associated with the Chinese Communist Party (CCP) accumulated millions of followers and tens of millions of views while editorializing about U.S. politics in the lead-up to the 2022 midterms. The accounts were run by MediaLinks TV, a D.C.-based, registered foreign agent of the Chinese Communist Party’s television outlet. In 60 days in 2022, MediaLinks videos gained 8.3 million views, while fewer than 58,000 users bothered to check the profiles to see where the videos originated.\(^{150}\)

TikTok, it seems, is part of China’s efforts to have more influence over social discourse.

### The Problem With TikTok

TikTok is wildly popular. The free app, originally created in China under the name A.me, announced, in 2021, that it had one billion users globally.\(^{151}\) Introduced in the United States in 2017, TikTok claims that 150 million Americans use the app.\(^{152}\) 59% of TikTok users in the United States are under 24,\(^{153}\) with 60% of Gen Z adults saying they use the app daily.\(^{154}\)

But TikTok, it seems, is part of China’s efforts to have more influence over global discourse. There are two major national security risks posed by TikTok that are distinct
from other social media platforms: The mass collection of American user data, which the Chinese Communist Party could have access to and exploit, and the ability of the CCP to force ByteDance (TikTok’s owner) to use the app to move public opinion in the United States in a way that is counter to U.S. interests and favors China.

TikTok is a subsidiary of a Chinese company, ByteDance, which can be legally required by the Chinese Communist government to demand data from its companies about users for intelligence-gathering operations. TikTok’s data can be weaponized in a number of ways, from prosecuting political enemies to sharing sensitive information.

Gen. Paul Nakasone, the head of the National Security Agency, told the Senate Armed Services Committee this year that he worried TikTok could censor videos to shape public opinion in a way that threatens U.S. national security interests. Additionally, FBI Director Christopher Wray warned the Senate Intelligence Committee this year that China could use TikTok to control data on millions of users to shape public opinion should China invade Taiwan. Wray agreed with a question from a senator who asked if it was plausible that the Chinese Communist Party, ahead of a hypothetical invasion of Taiwan, could use TikTok to ensure Americans saw videos asserting that Taiwan belonged to China and why the United States should not intervene. Wray stressed that there may not be many outward signs if such a propaganda campaign was launched.

Then-President Donald Trump attempted to ban TikTok in 2020. India has already banned the app, and more than two-thirds of U.S. states have prohibited people from downloading TikTok on government devices, as has the Canadian federal government and a majority of Canadian provinces. And earlier this year, the Biden administration called for TikTok’s Chinese ownership to sell the app or face a possible ban to address growing national security concerns.

At a five-hour hearing before the House Energy and Commerce Committee in March, lawmakers on both sides of the aisle expressed deep concern over TikTok’s links to China and the Chinese Communist Party. TikTok’s CEO Shou Chew insisted that ByteDance was a private company that was “not owned or controlled by the Chinese government.”
Yet within hours, his comments were quickly overshadowed by statements from China’s Commerce Ministry that said a sale or divestiture of TikTok would involve exporting technology and had to be approved by the Chinese government. “If the news is true, China will firmly oppose it,” said a ministry spokesperson.¹⁶³

In the past five years, China has increased its use of propaganda campaigns in the United States with an effort to build a greater mainstream audience. Those campaigns include thousands of fake accounts on Twitter, Facebook, and YouTube, and the manipulation of events within China, such as pro-democracy protests in Hong Kong, U.S. relations with Taiwan, and the COVID pandemic.¹⁶⁴ State-run media publishers in China have a long track record of using social media advertising to promote pro-China narratives in the West,¹⁶⁵ and pro-China narratives continue to be promulgated through online advertising, according to examinations of the Meta and Google ad libraries.¹⁶⁶ TikTok provides yet another platform for Chinese propaganda to reach Western audiences, all while also collecting sensitive information about TikTok users.
Deepfakes

The next weapons in the arsenal of propaganda operations are deepfakes. Video and picture editing software on social media platforms can quickly alter the audio or text on a picture to dramatically change the context. The next evolution — advanced or generative artificial intelligence — makes it easy to produce convincing fake audio files and videos that look and sound like a person or an event. A proliferation of fake videos, images, and audio clips are poised to reshape our view of reality and alter our trust in all of the digital content that we see.

A false report of an explosion at the Pentagon, accompanied by an apparently AI-generated image, spread on Twitter this year, sparking a brief dip in the stock market. The fake image to the left circulating on Twitter showed a black cloud of smoke near a building. The accounts posting it claimed it depicted the Pentagon.

The screenshot to the right shows a deepfake of Russian President Vladimir Putin declaring martial law following false reports of an invasion of Russia by Ukraine. The deepfake was broadcasted on Russian TV and radio. According to the Kremlin, this was the work of hackers.
“Fake posts purporting to come from real figures are an increasing risk in an AI-influenced world... They can be very convincing.”

Col. Philip Ingram
Former British military intelligence officer and NATO planner

Imagine a deepfake of an autocrat announcing a nuclear attack on the United States, broadcast on every social media platform. Right now, there is nothing to stop this scenario from happening.

Artificial intelligence can create audio deepfakes. This one allows users to create fake audio files of former President Barack Obama.\textsuperscript{169}
Not Doing Enough

What is social media doing to mitigate the threat of adversarial actors? The short answer is it depends.

Today, there are no requirements that social media platforms uphold the national security of the United States, or any nation. Social media companies can make their own decisions as to how they manage their data and content, regardless of how damaging their actions may be. In this vacuum, social media companies make their own decisions based on their own goals.

For instance, Meta publishes a quarterly report describing its efforts to disrupt what it calls “coordinated inauthentic behavior” to crack down on “covert influence operations.” At the end of 2022, Meta reported that it had disrupted about 200 global networks originating in 68 countries since 2017, with the United States being the most targeted country.171

Other social media platforms also disrupt suspicious activity, but there is no requirement for them to publicly share their enforcement actions. In 2019, Twitter reported that it found and removed 418 accounts linked to Russia in a two-month period in 2018, and that it had previously removed nearly 4,000 accounts linked to the Russian-government-associated troll farm called the Internet Research Agency.172 But when Elon Musk took over Twitter in 2022, the company loosened its enforcement policies.173

Voluntary efforts certainly sound good, but without any meaningful transparency, policymakers and the American public are left to take social media companies at their word. Twitter’s removal of 4,000 Russian-linked accounts is ultimately empty without any sense of the reach or engagement with those accounts, and any analysis of the content they promoted.
If left unchecked, social media could lead to fundamental changes in geopolitics and a reshaping of the post-World War II global order.

This Cannot Be Left Unchecked

It’s clear that we need some guardrails when it comes to the weaponization of data and online psychological operations that threaten our national security.

Our democratic system — the ability to vote for leaders to represent us and resolve our differences within a framework of shared norms and traditions — is under attack. If left unchecked, social media could lead to fundamental changes in geopolitics and a reshaping of the post-World War II global order, tilting the scales in favor of China.

If the United States and other democracies become more divided and average citizens lose their grips on what is real and what is a lie, it will be harder to stay united in the face of Chinese aggression towards Taiwan or other allies. It will be more difficult to maintain a coherent bipartisan national security strategy. And over time, American power will wane. China or another adversary could take our place and drive global politics and economics in a way that is counter to U.S. interests, and undermines democracy around the globe.
PART IV
Threats to Democracy

According to its original intent, social media was supposed to bring people together. But what was meant to be a high-tech public square has evolved into a free-for-all filled with false information and algorithms that boost extremist content. Social media’s design makes it easy to manipulate users and polarize both the right and the left, while the platforms profit.

 Lies about the 2020 presidential election, spread by social media, led to insurrectionists overrunning the Capitol on January 6, 2021, in an effort to disrupt the peaceful transfer of power. Our constitutional structure was designed to avoid mob rule; yet social media elevates it.
An existential battle pitting neighbor against neighbor is playing out every day in communities nationwide. Public meetings are disrupted, public servants are threatened, and the next generation of Americans are becoming disengaged from our civic systems. **Fledgling democracies around the world are watching** as the American experiment falters, threatening support for the principles of democracy beyond our borders. **Now is the time to reform social media to do what it was supposed to do in the first place: Bring us together.**

### Social Media Fosters Disengagement

In a focus group earlier this year, Renee told Issue One about a time her eighth-grade son was riding home on the school bus and watching TikTok, as he always did. On this day, he was watching videos about voting.  

“What’s the sense in us voting anyhow?” he told his mom when he arrived home. “It doesn’t matter.” His view was that as soon as one side was losing, the other side could “cheat” and “change the votes.”

It’s difficult to know exactly what Renee’s son was watching on TikTok, but it’s clear that the 14-year-old suspected our electoral system is corrupt and participation might not be worth his time when he gains the ability to vote.

Renee’s son isn’t the only child whose views have been influenced by content on social media.

Social media platforms were not designed to tell the truth or bring people together. They were designed to provide engaging content that keeps you coming back, even when it makes you unhappy and unhealthy. These platforms have a built-in financial incentive to keep the cultural and political battles going. Those battles are pushing us away from each other, fracturing every aspect of our civic lives.

Americans are aware that this is a problem. Pew Research Center’s Spring 2022 Global Attitudes Survey showed that **64% of Americans believe that social media has been more of a bad thing for democracy.** 69% feel that instant connection we found on our screens made people less civil
in the way they talk about politics. And 79% say that the internet and social media has made people more divided in their political opinions — the highest percentage among all 19 countries polled by Pew.\textsuperscript{175}

**Social Media Creates Toxic Wedges in Society**

Few times in American history have we been as polarized as we are now. The information silos driven by social media algorithms keep us from hearing the other side of any topic. Content on social media continually demonizes the other side and helps create an us-versus-them mentality.

Social media has fueled the flame of distrust by rewarding polarization. As author and NYU professor Dr. Jonathan Haidt has noted, “When citizens lose trust in elected leaders, health authorities, the courts, the police, universities, and the integrity of elections, then every decision becomes contested; every election becomes a life-and-death struggle to save the country from the other side.”\textsuperscript{176}

Thanks in large part to social media, hostility and cruel behavior are polluting our civil interactions. The ability to post lies, share half-baked conspiracies, and threaten one another fuels anger and violence. More importantly, these posts spread at a disproportionate rate because the algorithms created by the platforms are geared towards engagement and boosting extreme content.

Sorting out our disagreements requires hearing one another, debating, and reaching compromises. Now, social media is turning civil interactions into an invitation to fight.
As George Washington University Law School Professor and National Constitution Center President and CEO Jeffrey Rosen has said: “Twitter, Facebook, and other platforms have accelerated public discourse to warp speed, creating virtual versions of the mob. Inflammatory posts based on passion travel farther and faster than arguments based on reason. Rather than encouraging deliberation, mass media undermine by creating bubbles and echo chambers in which citizens see only those opinions they already embrace.”

**Social Media Enables Threats Against Public Servants**

For many public servants, whose jobs are to keep our communities running, the workplace is much more dangerous. Local officials — including city council members, health officers, election officials, and school board members — are far too frequently experiencing threats and harassment.

A study by the Bridging Divides Initiative at Princeton University found that elected officials from across a broad range of locations, demographics, and ideologies are facing “hostile behavior and abuse intended to cause fear and/or emotional damage.” Municipal officials interviewed for the study noted that threats and harassment were not in response to any one issue or political party, but part of an “emboldened” climate with a “new level of permission to be publicly vile.” Almost all local officials attributed this hostile environment to social media and the possibility of anonymity.

In the wake of the 2020 election, false information targeting election workers have led to over a thousand reported cases of threats and violence against them.

Poll workers have faced racially charged insults, calls for their families to be killed or attacked, and sexist harassment. They’ve been accused of treason and threatened with prosecution. Harassers have even shown up at elected officials’ homes. Doxxing, or making private information such addresses and contact information available on social media, creates an enormous vulnerability for election workers and public servants. Al Schmidt, a Republican who served as a city commissioner in Philadelphia in 2020,
received death threats via email that demanded he “tell the truth, or your three kids... will be fatally shot.”

The most common venue for releasing the private information of election officials and threatening their families is social media.

Since the 2020 election, at least 10 people have been charged by the Justice Department for threatening election workers, including a case in which a Texan threatened multiple election officials in Georgia and another that made a bomb threat to the Arizona Secretary of State. Ten states have increased penalties for those convicted of making threats or harassing election workers.

All of this results in fewer citizens who want to serve the public. If doing a job, from serving on a school board to being a poll worker, includes being doxxed, having an inbox overflow with hate-filled rants, or having your kid harassed, many qualified, committed people who wish to serve the public are simply saying no thanks. A survey by the Brennan Center for Justice found that 45% of election officials are concerned about their own safety and that of their colleagues in their public role — and 11% said they are very or somewhat likely to vacate their positions before the 2024 elections.

“My work as an election official helps ensure everyone has their voices heard,” Tonya Wichman, director of elections at the Defiance County, Ohio, board of elections, told Issue One. “That’s what keeps me in this job year after year. But now, I am worried about my own safety as well as the safety of everyone working in elections across the country. All it would take is one angry, unhinged person with an online account to dox, threaten, or come after any of us.”

Added Ken Hamm, a part-time poll worker in Nevada: “It’s like good people were convinced to go after other good people.”

Concerningly, despite the threats election officials and election workers face on social media, the platforms have gutted their election protection teams at the very time they should be building them up. Massive layoffs have occurred this year at Alphabet, Meta, and Twitter, leading several senators to raise concerns that these cuts will jeopardize the 2024 election.
Social Media Weakens Our Institutions

All of this — foreign interference in our elections, a “post-truth” environment where untrue information travels fast, and the easy ability to harass or threaten anyone with a public presence — is weakening our institutions. Congress is in near-perpetual gridlock, making it virtually impossible to advance commonsense, bipartisan legislation, including social media reform proposals, measures to strengthen the penalties against those who harass election workers, and bills to protect election officials from doxxing.

Americans’ confidence in all major institutions is at its lowest point in decades. The percentage of Americans expressing a “great deal” or “quite a lot” of confidence in nearly every institution in U.S. society has fallen in the past year and is at its lowest since Gallup’s survey began in 1979.\textsuperscript{186}

### Trends in Americans’ Confidence in Institutions 2012-2023

<table>
<thead>
<tr>
<th>Institution</th>
<th>2012 %</th>
<th>2023 %</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>The military</td>
<td>75</td>
<td>60</td>
<td>-15</td>
</tr>
<tr>
<td>The police</td>
<td>56</td>
<td>43</td>
<td>-13</td>
</tr>
<tr>
<td>The medical system</td>
<td>41</td>
<td>34</td>
<td>-12</td>
</tr>
<tr>
<td>The church or organized religion</td>
<td>44</td>
<td>32</td>
<td>-12</td>
</tr>
<tr>
<td>The U.S. Supreme Court</td>
<td>37</td>
<td>27</td>
<td>-10</td>
</tr>
<tr>
<td>Banks</td>
<td>21</td>
<td>26</td>
<td>-5</td>
</tr>
<tr>
<td>The public schools</td>
<td>29</td>
<td>26</td>
<td>-3</td>
</tr>
<tr>
<td>The presidency</td>
<td>37</td>
<td>26</td>
<td>-11</td>
</tr>
<tr>
<td>Newspapers</td>
<td>25</td>
<td>18</td>
<td>-7</td>
</tr>
<tr>
<td>The criminal justice system</td>
<td>29</td>
<td>17</td>
<td>-12</td>
</tr>
<tr>
<td>Television news</td>
<td>21</td>
<td>14</td>
<td>-7</td>
</tr>
<tr>
<td>Big business</td>
<td>21</td>
<td>14</td>
<td>-7</td>
</tr>
<tr>
<td>Congress</td>
<td>13</td>
<td>8</td>
<td>-5</td>
</tr>
</tbody>
</table>

Source: Gallup
Social Media Threatens Democracy Worldwide

As democracy in the United States falters, the rest of the world watches. The aspiration of a government represented by the people and for the people is the north star for pro-democracy nations around the world. Now, they see that many Americans don’t have faith in their own electoral systems and clash with one another as racial and social tensions boil over. The speculation is that democracy is failing.

Nobel Peace Prize winner and Council for Responsible Social Media member Maria Ressa sees social media as a systemic threat to democracy. “Social media prioritizes the spread of lies over facts,” she told The Atlantic earlier this year. “Our information ecosystem, it’s corrupted right now. If your information ecosystem is corrupted, then that leads to the corruption of your institutions. And when you don’t have working institutions, you don’t have checks and balances. We’re electing illiberal leaders democratically, and they’re corrupting the institutions from within. And when the institutions are corrupted, when that happens, you lose your freedom.”

Source: Freedom House on the Net 2023

Social media is accelerating the deterioration of the health of democracy.

An Arsenal of Tactics for Digital Election Interference

Ahead of and during electoral periods, many political leaders increased their control over the information space in a bid to sway balloting in their favor.

- **Before Zimbabwe’s general elections in August 2023**, a new law known as the “Fear pelvic Bill” broadly criminalized speech that injures the country's sovereignty or national interests.
- **Ahead of Cambodia's July 2023 elections**, authorities blocked access to the websites of independent news outlets as part of a broader effort to control the online media landscape.
- **Ahead of Thailand’s May 2023 elections**, efforts to discredit opposition parties on social media were linked to the military, which employs thousands of people to manipulate online narratives.
- **Independent media outlets in Kazakhstan faced a string of severe cyberattacks** ahead of the November 2023 presidential election, disrupting access to information about the ballot.
- **During Cuba’s one-party parliamentary elections in March 2023**, a journalist for the news site Cubadebate was forced to stay home and threatened with arrest by a state security officer in an apparent effort to stifle reporting on the vote.

Source: Freedom House on the Net 2023
The number of “free” countries that have seen declines in political rights and civil liberties has trended upward over the past decade, according to the nonprofit research organization Freedom House. This year alone, Freedom House found a decline in the democracy score of 11 out of the 29 countries it surveyed in its 2023 report. Deterioration of indicators of the health of democracy — most notably, national and local governance and electoral processes — are accelerated by social media.

Spend an hour on Chinese-owned TikTok (or any social media platform, really) and it won’t take long to see a video about the many things that are wrong with America. Just as our Founding Fathers tried to design governance mechanisms to cool down the passions of the mob, social media platforms have been designed to ramp them up, with new tools developed regularly that add gasoline onto an already blazing fire.

Social Media-Fueled Atrocities in Myanmar and Ethiopia: Case Studies

Providing billions of people with a free product that was designed to connect people should be a good thing for democracy around the world. Yet, it hasn’t turned out that way. Social media executives came to realize that conflict — fueled by fiery extremism and measured by engagement — would lead them to the largest profits.

Two examples of such decision-making gone disastrously wrong include Myanmar, in southeast Asia, and Ethiopia, in eastern Africa.

The Myanmar military was trained by Russia in spreading propaganda and used Facebook to incite violence against the mostly Muslim Rohingya minority group. The result: A genocide that killed more than 25,000 people and displaced more than 700,000 Rohingyas from Myanmar.

Facebook provided Myanmar citizens with free internet service as part of the company’s efforts to grow. More than half of Myanmar’s population used Facebook, and for many, it was their only connection to the internet as well as...
their primary source of news. Facebook wasn’t making money from Myanmar and chose not to invest in moderators or monitors on the ground.

In 2021, Myanmar’s military seized power in a coup. That February, Facebook banned the armed forces from its platforms. Nonetheless, a month later, “as soldiers massacred hundreds of unarmed civilians in the streets... Facebook’s own page recommendation algorithm was amplifying content that violated many of its own policies,” Global Witness reported.

That failure of self-regulation was replayed in Ethiopia earlier this decade.

In Ethiopia’s Tigray region, both sides of the violence fought online through inflammatory information campaigns to dispute the other’s narrative of events while promoting their own. Allegations of propaganda, false information, hate speech, “platform manipulation,” and more against both parties followed, which exacerbated tensions further and ultimately drew attention away from the violence on the ground. Rather than spreading awareness, social media was used as a weapon of information warfare in a battle over what both parties argued was the “truth,” leading to heightened tensions, an opaque information environment, and increased violence.
Social Media Threats Can Be Tackled

Today, social media platforms push us deeper and deeper into information silos that are not reflective of reality and divide us. Our national security is under attack, and social media platforms make it far too easy for bad actors to spread lies and access our private information. Our democracy is challenged, the mental health of our children is deteriorating, and foreign nations are influencing our elections and civil discourse. We face the risk that young people will simply burn out and give up on democratic processes, or fully embrace extremism and never learn how to govern their own communities effectively. If the American experiment of democracy becomes viewed as a failure, rather than an aspirational goal, more nations will fall to authoritarian models. We cannot let this happen.

It’s not too late to take another direction. Social media intended to connect us and bring us closer together. It still can. But the social media industry won’t reform itself; history has proven that again and again. We can protect our children, communities, and national security with commonsense, bipartisan solutions that factor in more than the profits of a handful of companies. We can’t wait any longer.

We can protect our children, communities, and national security with commonsense, bipartisan solutions.
A Call to Action:
It’s Time to Create a Healthier Online Ecosystem by Default and by Design

Social media promised to build a more interconnected, informed world. But more than a decade after the proliferation of Facebook, Twitter, and Instagram, we can see clearly that the harms of social media have overwhelmed its promise. We have reached a tipping point — from a nationwide crisis among our children to the end of our privacy online, from conspiracy theories going mainstream to communities torn apart by polarization. We need to act now.

Members of Congress across both parties have woken up to the challenges posed by Big Tech. Dozens of hearings have examined these threats and hundreds of bills have been introduced that offer solutions. But for all the talk, Congress has not passed meaningful tech reform legislation since 1998, when the internet was in its infancy. Deep divisions remain over key priorities, technical approaches, and the right order of operations. This issue is too urgent for lawmakers to be divided by which solution should come first, and too urgent for a piecemeal approach to be sufficient.

The Council for Responsible Social Media, a project of Issue One, is the most comprehensive, bipartisan initiative created to advance reform of the largest online platforms. We unite policymakers, technologists, and impacted communities in this shared effort. Now, we call on members of Congress to come together to pass a comprehensive legislation package that will finally bring accountability, transparency, and responsibility to social media companies and their powerful technologies, in a way that protects the well-being of all users.

Creating a safer, healthier, and more responsible online world, for both children and adults, will require a dramatic shift away from the current attention-for-profit model. There are several principles that policymakers should seek to apply in order to help their favored solutions be most impactful and stand up to scrutiny and legal challenges.

Social media reform legislation must be guided by these principles:

1. Our children, our communities, and our national security must come first. No longer can Big Tech be allowed to design addictive products, harvest user data, and manipulate users to maximize their profits, with no regard to the consequences.

2. Americans have a fundamental right to privacy. Congress must stop social media platforms from collecting our information without permission, and collect only the data they need to operate effectively and in the interest of consumers.
3. **Social media products must protect the mental, physical, and developmental health of American children by design and by default.** This includes ending addictive practices like the endless scroll and targeted advertising to minors.

4. **We have a right to know how social media technology is controlling the content we see and to understand the impact on our health and well-being.** Parents, policymakers, researchers, and all Americans should be able to easily understand how these platforms are designed and operated.

5. **Social media platforms must adopt safeguards to prioritize fact-based information to stop foreign and domestic adversaries from spreading false or misleading information.**

Moreover, legislation to create commonsense safeguards for social media companies must achieve the following:

- **Social media platforms must protect the mental, physical, and developmental health of American children.** This includes reducing and restricting material that is detrimental to a minor’s health and well-being, limiting or restricting the use of a minor’s personal data, and enhancing default privacy and user settings for minors.

- **Social media companies must be legally required to be open and transparent.** The public should have a better sense of how social media platforms operate, including how their data is shared and used from origination to delivery.

- **Social media platforms must be better protected from foreign and domestic bad actors.** National security vulnerabilities, including the sharing of data with adversaries and open platforms for terrorists to recruit and radicalize, both abroad and domestic, must be mitigated.

- **Social media companies must change their core business model away from the pervasive monitoring, tracking, and sale of user data.** Comprehensive privacy protections are crucial to restore user ownership of their own data and end social media’s extractive, manipulative practices.

- **Social media companies must stop using algorithms to elevate the most extreme content.** Algorithms that amplify inflammatory content and filters users into rabbit holes or questionable content or opportunities to join radical groups must be redesigned.

- **Social media platforms must adopt measures that slow down the speed at which things are shared and cause people to pause and think before sharing harmful content, propaganda, or lies.** Creating “friction,” or pauses, in the system to slow down the spread of certain material can and should be built into the platforms.
Social media companies must build better capacity to ensure veracity. If a social media company provides its services anywhere, its value of sharing accuracy and facts must be included and built into the platforms, including overseas and in languages other than English.

Too often, the conversation about social media reform focuses solely on content — what types of content are harmful, how should these posts be taken down, and who gets to make these decisions. This is a politically charged debate, one that implicates both Section 230 and the First Amendment. This framing is also a distraction.

As discussed in this report, many of social media’s harms stem from the design of these platforms — algorithmically engineered feeds and endless scroll features designed to addict users, recommendation models that send users down extremist rabbit holes, dark patterns intended to point you toward certain features. Recalibrating these features will alter the content that users see automatically on their feed and how they engage with this content, but these changes don’t prevent any user from searching for or posting content, and therefore doesn’t limit any user’s freedom of expression. Ensuring safety and privacy by design is both the most impactful and the most politically feasible path forward for social media reform.

Additionally, Big Tech companies should implement, or be required to implement, the strongest possible safety and privacy changes by default. Too often, the social media platforms respond to criticism by creating a new “tool,” that can be used to protect your privacy, limit your exposure to harmful content, or mitigate an addictive feature of the website. But these tools are often hard to find, difficult to implement, and require a threshold of tech expertise. When this happens, the implicit message remains the same: It is always someone else’s job to prevent a user of social media from becoming addicted to or harmed by their addictive and harmful products — a parent, an educator, a user themself, rather than the social media company. Defaulting to the strongest possible safety and privacy settings would change this calculus.

We have to move toward a system where users must opt out, rather than opt in, of the strongest safety and privacy settings. This approach still gives users the freedom to modify or curate their experiences on social media, but it also ensures that the onus is not on users to pull themselves out of an addictive or harmful spiral created by Big Tech. When it comes to protecting minors, features like targeted advertisements, endless scrolling, and curated feeds should be off by default.

And when it comes to privacy, social media platforms must limit data collection, processing, and transfers to what is strictly necessary to provide the service requested by users, and that settings like geo-tracking and public sharing of content are turned off automatically.

Lastly, it is crucial that policymakers take a holistic view of social media reform. Because Congress has not passed any major tech reform laws in nearly three decades, it is tempting to see new legislation as a one-shot proposition. But this approach pits important reform
priorities against each other. **Ensuring a safer and healthier version of social media will require a series of reforms** — comprehensive privacy protections for all Americans, additional safeguards for minors, and a transparency regime to ensure greater oversight of these platforms. These priorities aren’t mutually exclusive or in opposition. They work in tandem, forming three pillars that will lift up a better online ecosystem for our kids, our communities, and our democracy.

**We cannot wait any longer.** The social media crisis is here, and it is only getting worse. For our children, for our communities, and for our democracy, we need a national solution now. The Council for Responsible Social Media is committed to ensuring a safe and healthy online ecosystem. We hope Congress will join us in this fight.
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